
Incremental Gradient Descent with Small Epoch Counts
is Surprisingly Slow on Ill-Conditioned Problems

Yujun Kim

Febuary 7th Fri, 2025



IGD with Small Epoch Counts is Surprisingly Slow

What is Permutation-Based SGD?

Why we Divide Small and Large Epoch Regime?

What Happens for the Worst Permutation-Based SGD (IGD)?

1/34



What is Permutation-Based SGD?



Finite Sum Minimization

min
x∈Rd

F (x) := 1
n

n∑
i=1

fi(x)



Stochastic Gradient Descent(SGD)

xt = xt−1 − η∇fit(xt−1)



Stochastic Gradient Descent(SGD)

xt = xt−1 − η∇fit(xt−1)

With-Replacement SGD
Permutation-Based SGD



With-Replacement SGD

xt = xt−1 − η∇fit(xt−1)

it
i.i.d.∼ Uniform([n])
i1, i2, · · · , iT



Permutation-Based SGD

xk
i = xk

i−1 − η∇fσk(i)(xk
i−1)

xk+1
0 = xk

n

i ∈ [n] counts for index of component
k ∈ [K] counts for epoch

σk : [n] → [n] is a permutation
σ1(1), σ1(2), · · · , σ1(n)︸ ︷︷ ︸

1st Epoch

, · · · , σK(1), σK(2), · · · , σK(n)︸ ︷︷ ︸
Kth Epoch



Permutation-Based SGD

Incremental Gradient Descent(IGD)
Random Reshuffling(RR)
Gradient Balancing(GraB)

...



Permutation-Based SGD

Incremental Gradient Descent(IGD): σk = idn

Random Reshuffling(RR)
Gradient Balancing(GraB)



Permutation-Based SGD

Incremental Gradient Descent(IGD): σk = idn

Random Reshuffling(RR): σk
i.i.d.∼ Uniform(Sn)

Gradient Balancing(GraB)



Permutation-Based SGD

Incremental Gradient Descent(IGD): σk = idn

Random Reshuffling(RR): σk
i.i.d.∼ Uniform(Sn)

Gradient Balancing(GraB): Choose σk based on previous observations

are known to be faster than with-replacement SGD when K is sufficiently large



What happens when K is small?



Problem Setting

F is L-smooth and µ-strongly convex

fi is L-smooth

Different convexity assumptions for fi



Why we Divide Small and Large Epoch Regime?



Iteration-wise analysis of With-Replacement SGD

Allow large η (Similar to GD)

v.s.

Epoch-wise analysis of Permutation-Based SGD

Require small η (Relative to GD)



η ≳ 1/K for sufficient contraction

η should be small for epoch-wise analysis

Small Epoch K ≲ κ v.s. Large Epoch K ≳ κ



What Happens for the

Worst Permutation-Based SGD (IGD)?



Overview(IGD)

1 n max{ 3/n2, 3/2}
Epoch

G2/L

G2/

LG2/ 2

L2G2/ 3

Op
tim

al
ity

 G
ap

Theorem 3.2 (UB)
Theorem 3.1 (LB)
Mishchenko et al. (2020) (UB)
Theorem 3.3 (LB)
Theorem 3.5 (LB)
Liu & Zhou (2024a) (UB)
Theorem 4.1 (LB)
Theorem 4.4 (UB)
Theorem 4.3 (LB)
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Small Epoch - Identical Hessian

In the small epoch regime,

There exist F and fi satisfying ∥∇fi(x∗)∥ ≤ G and ∇2fi ≡ ∇2F and x0, such that
for any η > 0, IGD results

F (xK
n ) − F (x∗) ≳ G2

µK
.

For any 1-dimensional F and fi satisfying ∥∇fi(x∗)∥ ≤ G and∇2fi ≡ ∇2F and for
any x0, there exists η > 0 such that any permutation-based SGD results

F (xK
n ) − F (x∗) ≲ G2

µK
.
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Small Epoch - Identical Hessian

1 n max{ 3/n2, 3/2}
Epoch

G2/L

G2/

LG2/ 2

L2G2/ 3
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Theorem 3.2 (UB)
Theorem 3.1 (LB)
Mishchenko et al. (2020) (UB)
Theorem 3.3 (LB)
Theorem 3.5 (LB)
Liu & Zhou (2024a) (UB)
Theorem 4.1 (LB)
Theorem 4.4 (UB)
Theorem 4.3 (LB)

In the small epoch regime,

There exist F and fi satisfying ∥∇fi(x∗)∥ ≤ G and ∇2fi ≡ ∇2F and x0, such that
for any η > 0, IGD results

F (xK
n ) − F (x∗) ≳ G2

µK
.

For any 1-dimensional F and fi satisfying ∥∇fi(x∗)∥ ≤ G and∇2fi ≡ ∇2F and for
any x0, there exists η > 0 such that any permutation-based SGD results

F (xK
n ) − F (x∗) ≲ G2

µK
.
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What happens if we allow distinct Hessians while

maintaining the component strong convexity?



Small Epoch - Strongly Convex

In the small epoch regime,

There existF and µ-strongly convex fi satisfying ∥∇fi(x∗)∥ ≤ G andx0, such that
for any η > 0, IGD results

F (xK
n ) − F (x∗) ≳ LG2

µ2 min
{

1,
κ2

K4

}
.

Mishchenko et al., 2020

For any F and µ-strongly convex fi satisfying ∥∇fi(x∗)∥ ≤ G and for any x0, there
exists η > 0 such that any permutation-based SGD results

F (xK
n ) − F (x∗) ≲ L2G2

µ3K2 .
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Small Epoch - Strongly Convex
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In the small epoch regime,

There existF and µ-strongly convex fi satisfying ∥∇fi(x∗)∥ ≤ G andx0, such that
for any η > 0, IGD results

F (xK
n ) − F (x∗) ≳ LG2

µ2 min
{

1,
κ2

K4

}
.

Mishchenko et al., 2020

For any F and µ-strongly convex fi satisfying ∥∇fi(x∗)∥ ≤ G and for any x0, there
exists η > 0 such that any permutation-based SGD results

F (xK
n ) − F (x∗) ≲ L2G2

µ3K2 .
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What if we allow concave components?



Small Epoch - Concave

In the small epoch regime,

There exist F and fi satisfying ∥∇fi(x) − ∇F (x)∥ ≤ G + 3 ∥∇F (x)∥ such that for
any η > 0, IGD starting at x0 = (D, 0) results

F (xK
n ) − F (x∗) ≳ min

{
µD2,

G2

L

(
1 + L

2µnK

) n
2

}
.

25/34



Small Epoch
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Large Epoch - Convex

In the large epoch regime,

There existF and µ-strongly convex fi satisfying ∥∇fi(x∗)∥ ≤ G andx0, such that
for any η > 0, IGD results

F (xK
n ) − F (x∗) ≳ LG2

µ2K2 .

Liu and Zhou, 2024

For anyF and convex fi satisfying ∥∇fi(x∗)∥ ≤ Gand for anyx0, there exists η > 0
such that any permutation-based SGD results

F (xK
n ) − F (x∗) ≲ LG2

µ2K2 .
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Large Epoch - Convex
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In the large epoch regime,

There existF and µ-strongly convex fi satisfying ∥∇fi(x∗)∥ ≤ G andx0, such that
for any η > 0, IGD results

F (xK
n ) − F (x∗) ≳ LG2

µ2K2 .

Liu and Zhou, 2024

For anyF and convex fi satisfying ∥∇fi(x∗)∥ ≤ Gand for anyx0, there exists η > 0
such that any permutation-based SGD results

F (xK
n ) − F (x∗) ≲ LG2

µ2K2 .
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What if we allow concave components?



Large Epoch - Concave

In the large epoch regime,

Under extra condition on κ, n, and K, there exists F and fi satisfying
∥∇fi(x) − ∇F (x)∥ ≤ G + κ ∥∇F (x)∥ and x0, such that for any η > 0, IGD re-
sults

F (xK
n ) − F (x∗) ≳ L2G2

µ3K2 .

Suppose K ≳ (1 + P )κ. For any F and fi satisfying ∥∇fi(x) − ∇F (x)∥ ≤ G +
P ∥∇F (x)∥, there exists η > 0 such that any permutation-based SGD results

F (xK
n ) − F (x∗) ≲ L2G2

µ3K2 .
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Small v.s. Large Epoch
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Convergence of IGD in small epoch is significantly slow,
even under component strong convexity

Nonconvex components slowdown convergence even more



What are the Convergence Rate of Other

Permutation-Based Methods in Small Epoch

Regime?



Can we Design Better Permutation in Small Epoch

Regime?
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